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Abstract

Effective methods for learning deep neural networks with
fewer parameters are urgently required, since storage and
computations of heavy neural networks have largely pre-
vented their widespread use on mobile devices. Compared
with algorithms which directly remove weights or filters
for obtaining considerable compression and speed-up ratios,
training thin deep networks exploiting the student-teacher
learning paradigm is more flexible. However, it is very hard
to determine which formulation is optimal to measure the
information inherited from teacher networks. To overcome
this challenge, we utilize the generative adversarial network
(GAN) to learn the student network. In practice, the gener-
ator is exactly the student network with extremely less pa-
rameters and the discriminator is used as a teaching assistant
for distinguishing features extracted from student and teacher
networks. By simultaneously optimizing the generator and
the discriminator, the resulting student network can produce
features of input data with the similar distribution as that of
features of the teacher network. Extensive experimental re-
sults on benchmark datasets demonstrate that the proposed
method is capable of learning well-performed portable net-
works, which is superior to the state-of-the-art methods.

Introduction

As one of recent most effective tools for implementing ma-
chine intelligence tasks, deep neural networks, especially
convolutional neural networks (CNNs), have successfully
addressed a number of real world problems, e.g., image
classification (Simonyan and Zisserman 2015; Krizhevsky,
Sutskever, and Hinton 2012), visual detection and segmen-
tation (Ren et al. 2015; Long, Shelhamer, and Darrell 2015),
audio recognition and analysis (Liang, Jiang, and Haupt-
mann 2017), etc. Owing to the large amount of accessible
training data and computational power of GPUs, a series
of impressive CNNs have been developed to continuously
boost the performance of deep learning. For instance, the
ResNet-50 (He et al. 2015) obtained an about 3.8% top-5
error rate on the ILSVRC 2012 dataset (Russakovsky et al.
2015), which is slightly lower than that of human eyes.

Besides work stations and PC with GPU cards, mo-
bile devices (e.g., telephone, micro robot) also look for-
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ward to the applications of CNNs. However, launching so-
phisticated CNNs on these low-configure devices is almost
impossible since massive storage and a number of float-
ing number multiplications would be consumed. For in-
stance, over 232MB of memory and over 7.24 × 108 mul-
tiplications are demanded for processing one image using
AlexNet (Krizhevsky, Sutskever, and Hinton 2012), which
cannot be tolerated by these devices. Therefore, portable
deep models with similar accuracies are urgently expected.

To this end, there are a variety of methods have been pro-
posed for compressing convolutional neural networks such
as vector quantization (Gong et al. 2014), weight matrix
decomposition (Denton et al. 2014), encoding (Chen et al.
2015), and pruning (Wang et al. 2016; Han, Mao, and Dally
2016). Wherein, weight pruning has shown an extraordi-
nary performance on most of the benchmark deep models.
In specific, (Han, Mao, and Dally 2016) showed that over
80% subtle weights can be removed without affecting per-
formance of the original networks. (Wang et al. 2016) fur-
ther pointed out that the redundancy can exist in both large
and small weights and explored an effective compression
method in the frequency domain.

Although, these sparsity based methods can achieve con-
siderable compression and speed-up ratios by preserving
the accuracies, specialized hardwares are often required
for efficient inference. Hence, another more straightfor-
ward strategy is very popular recently, i.e., directly learn-
ing a portable network (student network) with fewer pa-
rameters to inherit valuable properties of the original net-
work (teacher network) (Hinton, Vinyals, and Dean 2015;
Romero et al. 2014), which has the similar purpose to trans-
fer learning (Luo et al. 2014; 2017). Considering the con-
sensus that the performance of the network usually im-
proves with the increasing of network depth (Ba and Caru-
ana 2014), the student network of the thinner and deeper ar-
chitecture could also achieve similar accuracy. Various tech-
niques have been exploited to measure and decrease the
discrepancy between student network and teacher network,
such as minimizing the Euclidean distance between features
extracted from hidden layers of the two networks (Ba and
Caruana 2014), inheriting the classification results (Hinton,
Vinyals, and Dean 2015), and transferring feature informa-
tion from intermediate layers (Romero et al. 2014). These
approaches have investigated the consistency between stu-
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Figure 1: The diagram of the proposed method for learning portable deep neural networks by exploiting GAN. The top line
is the teacher network with heavy parameters and the bottom line is the student network (Generator) with significantly fewer
parameters. The teaching assistant (Discriminator) is employed on features extracted from two networks with the same input
data, which makes their distributions similar in the same feature space.

dent and teacher networks from different aspects. It is dif-
ficult to determine which measurement is optimal, and we
also need to ask whether all possible measurements have
been noted. Instead of insisting on some particular measure-
ment, we expect a more comprehensive and thorough eval-
uation on the consistency between student and teacher net-
works.

In this paper, we suggest to develop a teaching assistant
network to identify the difference between features gener-
ated by student and teacher networks. The capability of the
teaching assistant network will be improved through contin-
uous optimization. If no matter how teaching assistant net-
work transforms the features from student and teacher net-
works, they still cannot be distinguished from each other,
and then the student network is treated as a satisfying suc-
cessor of the teacher network. The teaching assistant net-
work and student networks have naturally formed the gen-
erative adversarial networks (GANs), where the student net-
work plays as a generator and the teaching assistant network
aims to distinguish the features generated by student net-
work and the pre-trained teacher network respectively. By
simultaneously minimizing the classification error of input
images themselves and the loss in GANs, the optimal stu-
dent network can be discovered with the help of the teacher
network. Experiments conducted on benchmark datasets and
models demonstrate the superiority of the proposed algo-
rithm over the state-of-the-art methods for learning portable
deep neural networks.

Related Works

We first briefly introduce related works on learning convolu-
tional neural networks of fewer parameters. Based on their
techniques and motivations, these methods can be divided
into two categories.

Network Trimming

Network trimming is the most common scheme for com-
pressing deep neural networks, which aims to remove redun-
dancy in the original network and generate a network with
less memory usage and computational complexity. (Gong et
al. 2014) exploited vector quantization to use a cluster cen-
ter to represent a set of similar weights. (Denton et al. 2014)
regarded weights of fully connected layers as low-rank ma-
trices and decomposed them using the singular value de-
composition approach. Besides excavating similar weights
or filters, 32-bit floating numbers are over-refined. There-
fore, (Rastegari et al. 2016; Courbariaux and Bengio 2016;
Arora et al. 2014) explored binary networks, whose weights
are -1/1, or -1/0/1. In addition, (Han, Mao, and Dally 2016)
employed conventional data compression techniques such
as pruning (Han et al. 2015), quantization, and Huffman
coding to obtain a much higher compression ratio. Subse-
quently, (Wang et al. 2016) further converted convolution
filters into the frequency domain to excavate more redun-
dancy and explored a novel convolution operation, thereby
producing state-of-the-art CNNs compression.

Although tremendous efforts have been taken to develop
the aforementioned algorithms, compressed networks pro-
duced by them are different to their original ones, and need
specialized hardwares (e.g., fixed point multiplier), which
will increase design and development costs of mobile de-
vices.

Student Networks Learning

Besides applying compression algorithms to directly process
the heavy networks, there are some works investigating the
intrinsic information captured by original networks in order
to learn thinner and deeper networks. (Ba and Caruana 2014)
attempted to minimize the difference of features extracted
from a deeper network and the heavy teacher network. (Hin-
ton, Vinyals, and Dean 2015) constructed a thinner neural
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network and then made its outputs of the softmax layer sim-
ilar to those of the teacher network to maintain the perfor-
mance. (Romero et al. 2014) minimized the difference be-
tween features of an arbitrary layer in the student network
and a given layer in its teacher network, which enables the
thinner and deeper student network to own an acceptable ac-
curacy drop. (McClure and Kriegeskorte 2016) proposed to
minimize the pairwise distance of samples between the stu-
dent network and the teacher network for having a more ro-
bust performance. In addition, a number of techniques have
been developed to relax the restrict assumptions, e.g., atten-
tion transfer (Zagoruyko and Komodakis 2016) and knowl-
edge pre-regression (Wang, Deng, and Wang 2016). How-
ever, they often independently treat each input image and ne-
glect the whole distribution of examples. (Wang, Deng, and
Wang 2016) employs maximum mean discrepancy (MMD)
to minimize feature distributions of teacher and student net-
works by exploiting linear and nonlinear kernel functions.
But the optimal kernel functions in MMD are difficult to de-
termine in practice. Moreover, (You et al. 2017) simultane-
ously utilized multiple teacher networks for learning a more
accurate student network. (Wang et al. 2017b) proposed to
discard redundancy in feature maps produced by numerous
filters, and then reconstruct a compact network with an ac-
ceptable accuracy reduction.

Compared with network trimming approaches, portable
networks generated by the teacher-student paradigm are
much more flexible since they do not need any additional
supports for implementing online inference. However, per-
formance of these student networks is usually a bit lower
than those of teacher networks since they cannot compre-
hensively and accurately measure the consistency between
student and teacher networks. Therefore, a more effective
scheme for inheriting useful information from teachers is
imperative.

Learning Student Networks with GAN

This section analyzes which information of teacher networks
should be inherited and proposes a novel teacher-student
learning framework by exploiting generative adversarial net-
works.

Teacher-Student Interactions

In general, a CNN is learned on a relatively large dataset
with a large number of examples accompanied with ground-
truth labels. Here we follow the settings in (Hinton, Vinyals,
and Dean 2015; Romero et al. 2014) to examine the com-
pression task under the image classification problem, which
is one of the most widely applications of CNNs.

Denote the original pre-trained convolutional neural net-
work (teacher network) as NT and the desired portable net-
work (student network) as NS . Commonly, NS has more
convolutional layers but fewer parameters compared with
NT . Let X denote the example sapce and Y is its corre-
sponding k-label space. Given a labeled training set with n
samples, {(x1,y1), (x2,y2), ..., (xn,yn)}, we denote fea-
tures (i.e.the input data of the softmax layer) of xi extracted
by the two networks as ziT = NT (x

i) and ziS = NS(x
i),

respectively. The loss function of the conventional softmax
is

J(θ) = − 1

n

[
n∑

i=1

k∑
j=1

1{yi = j}log
eθ

�
j ziT∑k

l=1 e
θ�
l

zi
T

]
, (1)

where θl is the parameter vector for the l-th category, 1{·}
is the indicator function. By adopting the feed forward and
back propagation strategies, the original teacher network
can capture redundant information from the training set and
yields a satisfying model with considerable performance.

As for the student network of significantly fewer neu-
rons and weights, much more efforts are required to im-
prove its performance to that of the teacher network. There-
fore, we should excavate some useful information from the
teacher network as guidances for helping us to train the stu-
dent network. A straightforward idea is to encourage fea-
tures from student and teacher networks to be similar, so that
input data can be accurately recognized by the student net-
work through minimizing Fcn. 1. (Ba and Caruana 2014;
Chen et al. 2015) proposed using the following objective
function to learn the portable student network:

L(NS) =
1

n

n∑
i=1

[
H(oiS ,y

i) +
λ

2
||ziS − ziT ||22

]
, (2)

where oiS is the output of the classier given the input fea-
ture ziS , i.e., oiS = eθ

�zi
S/||eθ�zi

S ||1, H(·, ·) is the cross en-
tropy loss for guaranteeing the performance of the student
network, and λ is a weight parameter for balancing the clas-
sification accuracy and the difference between features ex-
tracted from teacher and student networks.

However, there are significant differences between
teacher and student networks, e.g., depth, number of
weights, features extracted by NS cannot be easily similar
to those extracted by NT . In order to provide more powerful
priori, (Hinton, Vinyals, and Dean 2015) proposed distilling
knowledge from the classification result with a softening pa-
rameter τ :

L(NS) =
1

n

n∑
i=1

[
H(oiS ,y

i) + λH(τ(oiS), τ(o
i
T ))

]
, (3)

where the second term calculates the cross entropy loss be-
tween outputs of student and teacher, and

oiS =
eθ

�
S ziS/τ

||eθ�S zi
S/τ ||1

, oiT =
eθ

�
T ziT /τ

||eθ�T zi
T /τ ||1

, (4)

θS and θT are classifier parameters of student and teacher
networks, respectively. τ > 1 is a temperature parameter for
the softening manipulation. Since the above two functions
extract information between labels, this softening strategy
has shown extraordinary effect for helping the student net-
work to inherit rich information from the teacher network.
In addition, (Romero et al. 2014) utilized another fully con-
nected layer to connect feature maps of student and teacher
networks from different layers for making them similar.
(McClure and Kriegeskorte 2016) proposed to keep the pair-
wise distance values of samples between student and teacher
networks at some intermediate layer.
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In fact, all these methods agree that the teacher network
can provide valuable information for helping us to learn
portable student network. Regularizations or measurements
used in existing methods are mainly fixed from different per-
spectives. In this paper, we attempt to explore a more com-
prehensive way to learn portable networks by minimizing
the discrepancy between distributions of features extracted
from student and teacher networks. Thus, we propose to use
the generative adversarial network (GAN) for implementing
this meaningful task.

GAN for Student Network Learning

The recently proposed generative adversarial network
(GAN, (Goodfellow et al. 2014; Mirza and Osindero 2014;
Wang et al. 2017a)) consists of a discriminator D and a gen-
erator G. The training process of GANs can be regarded as
a two players minimax game, which has been successfully
applied into a number of computer vision applications such
as image super-resolution (Ledig et al. 2016), visual genera-
tion (Reed et al. 2016), style transfer (Isola et al. 2016), etc.

In the general GAN, the generator G maps an input noise
vector z with a specific distribution to the desired data y,
i.e., G : z → y, and the task of the discriminator D is to
distinguish the original data from the synthetic data G(z),
the objective function can be formulated as

LGAN (z, y) =Ey∼pdata(y)[logD(y)]

+ Ez∼pz(z)[log(1−D(G(z))],
(5)

where the generator will be adjusted according to the train-
ing error produced by D using the back propagation strategy,
and the optimal generator is

G∗ = argmin
G

max
D

LGAN . (6)

In fact, the generator G is a general deep neural network that
can be investigated in a number of real-world applications.
Therefore, it is reasonable for us to use a generator to imple-
ment the visual classification task. In specific, the generator
G will be regarded as a student network, which maps the
given image xi to its ground-truth label yi.

As mentioned above, the information of the teacher net-
work can be distilled from two aspects, i.e., features of input
sample ziT (Ba and Caruana 2014; Romero et al. 2014), and
output values of classifiers oiT or τ(oiT ) (Hinton, Vinyals,
and Dean 2015). In order to inherit information from the
teacher network NT as much as possible, we divide the gen-
erator G (i.e., the student network NS) into two parts, the
first part extracts the feature of input data and the second
part outputs the classification result, i.e.,

ziS = G1(x
i), oiS = G2(z

i
S), (7)

Then, we use the following objective function to pursue the
consistency between student network and teacher network
NT :

LGAN =
1

n

n∑
i=1

H(oiS ,y
i) + γ

1

n

n∑
i=1

[(
log(D(ziT ))

+ log(1−D(ziS))
)]

,

(8)

Algorithm 1 Learning portable DNNs by exploiting GAN.
Input: A given neural network NT and its train dataset X

with n instances and Y is the corresponding k-label set,
parameters: λ, γ, and τ .

1: Manually initialize a GAN with a Generator G =
[G1, G2] and a Discriminator D, where the number of
parameters in G is significantly fewer than that in NT ;

2: repeat
3: Randomly select an instance x and its label y;
4: Employ the teacher network: [zT , oT ] ← NT (x);
5: Employ the generator: zS ← G1(x), oS ← G2(zS);
6: Calculate D(xT ) and D(xS), and update weights in

the discriminatorD accordingly;

7: τ(oS) ← eθ
�
S zS /τ

||eθ�S zS /τ ||1
, τ(oT ) ← eθ

�
T zT /τ

||eθ�T zT /τ ||1
;

8: Calculate the loss function LGAN (Fcn. 9);
9: Update weights in G1 and G2 using gradient descent;

10: until convergence
Output: The portable deep neural network NS = G∗.

where γ is the weight parameter for seeking the trade-off of
two different terms.

Compared with Fcn. 2, the first term in Fcn. 8 minimizes
the cross entropy loss of classifier outputs to maintain the
performance of the student network, while the second term
is to expect the features extracted by student and teacher net-
works are indistinguishable from each other (i.e., they can-
not be separated by a sophisticated classifier). Therefore, by
simultaneously optimizing these two objectives, image fea-
tures generated by the student network NS = [G1, G2] will
follow the similar distribution as that of features generated
by the original teacher network as shown in Fig. 1, which
is obviously beneficial to the training process of the student
network.

Note that the knowledge of teacher network has been in-
vestigated from two different aspects, i.e., feature (Ba and
Caruana 2014; Romero et al. 2014) and classification out-
put (Hinton, Vinyals, and Dean 2015). In fact, these two
strategies can be integrated into a more compact formula-
tion, and Fcn. 8 is rewritten as:

LGAN =
1

n

n∑
i=1

[
H(oiS ,y

i) + λH(τ(oiS), τ(o
i
T ))

]

+γ
1

n

n∑
i=1

[
log(D(ziT )) + log(1−D(ziS))

]
,

(9)

where the first term in Fcn. 9 is exactly Fcn. 3 which cap-
tures useful information from outputs of the teacher network
, and the second term illustrates the significance of “teaching
assistant” to enable teacher and student networks to gener-
ate features following the same distributions. Classical mini-
batch strategy will be applied to optimize these networks.
Alg. 1 summarizes the detailed procedure of the proposed
approach for learning portable student models. After train-
ing the generative network through the given dataset X and
Y , the resulting optimal generator G∗ is the compressed
portable deep neural network.
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(a) accuracy = 99.2% (b) accuracy = 97.2% (c) accuracy = 99.1%

Figure 2: Visualization results of different networks trained on the MNIST dataset, where features of a specific category in every
sub-figure are represented in the same color: (a) features of the original teacher network; (b) features of the student network
learned using the standard back-propagation strategy; (c) features of the student network learned using the proposed method
with a teaching assistant.

Experiments

In this section, we implement experiments to validate the
effectiveness of the proposed portable networks learning
method on three benchmark datasets, including MNIST,
CIFAR-10, and CIFAR-100. In addition, the experimental
results are analyzed to further investigate the benefits of the
proposed method.

Validations on MNIST

The MNIST dataset is a widely used dataset for conduct-
ing visual classification task with deep neural network. It is
composed of 28 × 28 pixel grayscale digit (rom 0 to 9) im-
ages drawn from ten categories. The whole dataset of 70,000
images is split into 60,000 training and 10,000 testing im-
ages. In addition, hyper-parameters of the proposed meth-
ods in the following experiments were selected by minimiz-
ing the error on a validation set consisting of the last 10,000
training images, and optimal parameters were determined by
the top performance on this set. Then, we continued training
models on the full 60,000 image training set to obtain the
ultimate model.
Visualization of Features. A teaching assistant was intro-
duced in Fcn. 9, and its aim is to minimize the difference be-
tween features of student and teacher networks. The features
calculated from these two networks are expected to follow
the similar distribution. In order to illustrate the superiority
of the proposed method, we follow the setting in (Wen et al.
2016) to extract two-dimensional features using CNNs. We
first trained a LeNet++ as the teacher network, which has six
convolutional layers and a fully-connected layers for extract-
ing powerful 2D deep learning features. Numbers of filters
in each convolutional layer are 32, 32, 64, 64, 128, 128, and
2, respectively. All convolution filters in the network are of
size 5 × 5 with the stride and padding are 1 and 2, respec-
tively. This teacher network is much deeper and wider than
the conventional LeNet (LeCun et al. 1998), which achieved
a 99.2% test accuracy on the MNIST dataset, and the mem-
ory usage for convolution filters of this teacher network is
about 2, 982KB.

Subsequently, we initialized a thinner student network

with also seven layers with half convolution filters. In prac-
tice, numbers of filters in each convolutional layer are16, 16,
32, 32, 64, 64, and 2, respectively. Then, we directly train
the student network using conventional back-propagation
scheme on the MNIST dataset. Unfortunately, the network
accuracy is only 97.2% which is significantly lower than that
of its teacher, since the student network has fewer parame-
ters.

We then trained a new student network with the same ar-
chitecture and convolution filters by exploiting the proposed
method as described in Fcn. 9. λ and τ were equal to 2 and
0.5, respectively, which refer to those in the knowledge dis-
till approach (Hinton, Vinyals, and Dean 2015). γ was set
to be 1.5 × 10−1, which was tuned on the validation set.
The learning rate η was set to be 0.01. The accuracy of the
resulting student network is 99.1% which is slightly lower
than that of its teacher network but much higher than that
of the student network straightforwardly learned using con-
ventional back-propagation method. In addition, the mem-
ory usage for convolution filters of this student network is
about 734KB, which only accounts for 1

4 of that of the orig-
inal teacher network.

Table 1: Classification error on MNIST.
Algorithm #params Misclass

Student-teacher learning paradigm
Teacher ∼ 361K 0.55%

Standard back-propagation ∼ 30K 1.90%
Knowledge Distillation
(Hinton, Vinyals, and Dean 2015)

∼ 30K 0.65%

FitNet (Romero et al. 2014) ∼ 30K 0.51%
Assistant-helped learning ∼ 30 K 0.48%

State-of-the-art-methods
Maxout Network (Goodfellow et al. 2013) 0.45%

Network in Network (Lin, Chen, and Yan 2013) 0.47%
Deeply-Supervised Networks (Lee et al. 2015) 0.39%

Moreover, features (output data of the second last layer)
of the above three networks were visualized in Fig. 2. It
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Table 2: The performance of the proposed method on student networks with various architectures.
Networks #layers #params #mult speed-up ratio compression ratio FitNet Ours

Teacher 5 ∼ 9M ∼ 725M ×1 ×1 90.21%
Student1 11 ∼ 250K ∼ 30M ×13.17 ×36 89.03% 89.45%
Student2 11 ∼ 862K ∼ 108M ×4.56 ×10.44 91.01% 91.17%
Student3 13 ∼ 1.6M ∼ 392M ×1.40 ×5.62 91.14% 91.31%
Student4 19 ∼ 2.5M ∼ 382M ×1.58 ×3.60 91.55% 91.68%

is clear that features of different categories extracted using
the original teacher network (Fig. 2 (a)) are separate from
each other, and thus can be easily distinguished by the fol-
lowing softmax layer. By contrast, features extracted by the
student network (Fig. 2 (b)) trained using the conventional
back-propagation are distorted, thus the accuracy of this stu-
dent is lower than its teacher. However, extracted features
(Fig. 2 (c)) of the student network trained using the proposed
method with a teaching assistant (discriminator) are similar
to those of the teacher. In specific, features of the same cat-
egory (points with the same color in Fig. 2) generated by
teacher and student networks were located at the same area,
which also demonstrates the effectiveness of the proposed
approach.

Compression Results. In order to further illustrate the su-
periority of the proposed method, we followed the setting
in (Romero et al. 2014) to train a teacher network of maxout
convolutional layers as reported in (Goodfellow et al. 2013),
which has 3 maxout layers and a fully-connected layer with
48-48-24-10 units, respectively. Then, we established a stu-
dent network with 6 maxout layers and a fully-connected
layer, but with about 8% parameters, which is as same as that
in (Romero et al. 2014) for having a fair comparison. Tab. 1
reports the classification results of different networks on the
MNIST dataset. Similarly, we also reported performance of
students trained by only using standard back-propagation,
knowledge distillation (Hinton, Vinyals, and Dean 2015),
and FitNet (Romero et al. 2014), in order to illustrate the
advantage of the introduced teaching assistant.

It can be found in Tab. 1 that the student network trained
using the standard back-propagation scheme obtained a
1.90% misclassification error. The student network with
the same architecture utilizing the knowledge distillation
achieved a 0.65% error rate. The error rate of the stu-
dent network trained by exploiting the FitNet approach is
0.51% which outperforms conventional back-propagation
and knowledge distillation. This accuracy is slightly lower
than that of the teacher network, which demonstrates that
features of the teacher network contain more useful infor-
mation. As for the proposed method, we added a fully con-
nected layer after the last layer of the student network for
mapping its features into the space with the same dimension-
ality as that of the teacher network, which is similar to that
in the FitNet (Romero et al. 2014). The resulting network
generated by the proposed method achieves a 0.48% mis-
classification error, which overcomes other teacher-student
learning methods and is comparable to the state-of-the-art
methods.

Validations on CIFAR-10

The above chapter demonstrates the superiority of the pro-
posed method for learning student with a novel teaching as-
sistant on the MNIST dataset. Here we will verify the pro-
posed scheme on a more complex dataset, namely CIFAR-
10. The dataset is composed of 32×32 pixel RGB color im-
ages belonging to ten categories. There are 50, 000 training
images and 10, 000 testing images. In addition, images in the
dataset were first processed using global contrast normal-
ization (GCA) and ZCA whitening as suggested in (Good-
fellow et al. 2013; Romero et al. 2014). Moreover, the last
10, 000 training images were selected as the validation set
which was used for tuning the hyper-parameters of the pro-
posed method.
Tradeoff between compression/speed-up and accuracy.
Since the CIFAR-10 dataset consists of more complex im-
ages, which cannot be easily distinguished by a readily de-
signed neural network. It is clear that, a thin and shallow stu-
dent network could provide higher compression and speed-
up ratios but bring an accuracy decline. Therefore, we first
tested performance of several student networks for investi-
gating the trade-off between compression performance and
accuracy.

First of all, we followed the maxout convolutional net-
work (Goodfellow et al. 2013; Romero et al. 2014) to train
a teacher network composing of three convolutional layers
of 96-192-192 units, respectively. A fully-connected layer of
500 units with 5-linear-piece maxout activations is then built
on the top of the convolutional module. The teacher network
was trained using conventional stochastic gradient descent
(SGD) with learning rate decay and momentum strategies.

We then followed the experimental setting in (Romero
et al. 2014) to establish four student networks, which have
various architectures with different number of layers and
parameters. The original teacher network has 5 convolu-
tional layers and about 9M parameters. In contrast, numbers
of parameters of these student networks are 250K, 862K,
1.6M , and 2.5M , respectively. The compression ratio and
the speed-up ratio of each student network can be directly
calculated by comparing its numbers of parameters and the
floating number multiplications to those of the teacher net-
work, respectively.

Tab. 2 reports the results of the four student networks
on the CIFAR-10 dataset. It is clear that a student network
with fewer parameters has a lower classification accuracy
but with higher compression and speed-up ratios. In addi-
tion, although these student networks have fewer parameter
than that of the teacher network, their performance is close
to or surpass that of the teacher network. This confirms that
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Table 3: Classification results of different networks on CIFAR-10 and CIFAR-100 datasets.
Algorithm #layers #params CIFAR-10 CIFAR-100

Student-teacher learning paradigm
Teacher 5 ∼ 9M 90.21% 62.78%

Student (Ours) 19 ∼ 2.5M 91.68% 65.11%

FitNet (Romero et al. 2014) 19 ∼ 2.5M 91.55% 64.89%
Knowledge Distillation (Hinton, Vinyals, and Dean 2015) 19 ∼ 2.5M 91.04% 63.07%

Multiple Teachers (You et al. 2017) 19 ∼ 2.5M 91.66% 65.06%

State-of-the-art methods
Maxout Network (Goodfellow et al. 2013) 90.62% 61.43%

Network in Network (Lin, Chen, and Yan 2013) 91.20% 64.32%
Deeply-Supervised Networks (Lee et al. 2015) 91.78% 65.43%

the depth is more important than width for deep neural net-
works.

Tab. 2 also provides the results of student networks
learned using FitNet (Romero et al. 2014). It is obvious that
the performance of all the four student networks learned by
exploiting GAN obtained higher accuracies, which suggests
that more valuable information has been exploited from the
teacher network by the proposed method than the conven-
tional student-learning schemes.

Furthermore, there are a lot of works such as CN-
Npack (Wang et al. 2016) and deep compression (Han, Mao,
and Dally 2016) focusing on compressing and speeding-
up deep neural network. These approaches are complemen-
tary to the proposed method and other student-teacher learn-
ing paradigms. The portable student network learned by the
proposed method has significantly fewer parameters, but it
is still a regular network which can be further compressed
by existing techniques such as quantization, clustering, and
pruning.
Compared with state-of-art methods. After investigating
the trade-off between compression performance and net-
work accuracy, we compared the student network generated
by the proposed method with its teacher and students pro-
duced by other student-teacher learning paradigms such as
conventional back-propagation and knowledge distillation.
Tab. 3 summarizes the results on the CIFAR-10 dataset of
the proposed method and state-of-the-art methods. Note that
the student network in our experiments has exactly the same
architecture as that in (Romero et al. 2014) for having a fair
comparison.

Since the proposed method provides a more powerful ap-
proach for constraining and optimizing features and weights
of the student network, our student network outperforms
others learned by the standard student-learning approaches,
which demonstrates the superiority of the introduced teach-
ing assistant. In addition, the classification accuracy of our
student network is higher than that of its original teacher net-
work, while requiring notably fewer parameters. In specific,
the accuracy of the student network (Student4 in Tab. 2) is
91.68% with less than 1

3 of its teacher’s parameters. This stu-
dent network achieves a 36× compression ratio and a 13.17
speed-up ratio, which is much more flexible for real world
applications on mobile devices.

Validations on CIFAR-100

Besides the CIFAR-10 dataset, we also conducted our exper-
iments on the CIFAR-100 dataset, which has the same size
and format with the CIFAR-10 dataset, i.e., 60, 000 RGB
color images of pixel 32× 32. Since the CIFAR-100 dataset
consists of 100 objects, which implies more challenge than
the CIFAR-10 dataset. The accuracy of the baseline teacher
network on this dataset is only about 62%, which is much
lower than that on the CIFAR-10 dataset. Therefore, it is
more meaningful to verify the performance of the proposed
method on this dataset. In addition, images in this dataset
were also processed using global contrast normalization and
ZCA whitening. The teacher network and the student net-
work have the same configuration with that of CIFAR-10 in
the above chapter, and the number of units in the last soft-
max layer was changed to 100 according to the number of
the whole categories. In addition, the dataset was augmented
via random flipping as suggested in (Romero et al. 2014).

We used the fourth student network (Student4) as re-
ported in Tab. 2 to conduct the experiment on the CIFAR-
100 dataset. The classification results of the student network
learned by the proposed method and state-of-the-art meth-
ods on the CIFAR-100 dataset were also reported in Tab. 3.
The student network generated by the proposed method ob-
tained a 65.11% accuracy and it is clear that the student
network generated under the help of the proposed teach-
ing assistant still outperforms networks learned using other
student-teacher learning paradigms, which is more effective
for learning portable deep neural networks from original
heavy teacher networks. When compared to other methods,
the network learned by exploiting the proposed method pro-
vides nearly the state-of-the-art performance, which is effec-
tive for learning portable deep neural networks for solving a
wide range of requirements.

Conclusions

Here we examine the deep neural network compres-
sion problem for learning portable networks from original
teacher models. Instead of directly transferring some useful
information from the teacher to its student, we introduce a
teaching assistant for helping the learning procedure. Dif-
ferent from conventional methods which adopt fixed mea-
surements to evaluate the consistency between student and
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teacher networks, we propose to learn an optimal trans-
formation for a more accurate and thorough measurement.
Therefore, a generative adversarial network is adopted for
implementing the compression task, where the generator
is exactly the student network and the discriminator acts
as the teaching assistant. Experiments on several bench-
mark datasets show that the proposed method can produce
portable neural networks with acceptable accuracy, which
are superior to the state-of-the-art approaches for learning
student networks.
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